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Abstract Wearable apps are becoming increasingly popular in recent years. Nevertheless,
to date, very few studies have examined the issues that wearable apps face. Prior studies
showed that user reviews contain a plethora of insights that can be used to understand qual-
ity issues and help developers build better quality mobile apps. Therefore, in this paper,
we mine user reviews in order to understand the user complaints about wearable apps. We
manually sample and categorize 2,667 reviews from 19 Android wearable apps. Addition-
ally, we examine the replies posted by developers in response to user complaints. This
allows us to determine the type of complaints that developers care about the most, and to
identify problems that despite being important to users, do not receive a proper response
from developers. Our findings indicate that the most frequent complaints are related to
Functional Errors, Cost, and Lack of Functionality, whereas the most
negatively impacting complaints are related to Installation Problems, Device
Compatibility, and Privacy & Ethical Issues. We also find that developers
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mostly reply to complaints related to Privacy & Ethical Issues, Performance
Issues, and notification related issues. Furthermore, we observe that when develop-
ers reply, they tend to provide a solution, request more details, or let the user know that they
are working on a solution. Lastly, we compare our findings on wearable apps with the study
done by Khalid et al. (2015) on handheld devices. From this, we find that some complaint
types that appear in handheld apps also appear in wearable apps; though wearable apps have
unique issues related to Lack of Functionality, Installation Problems,
Connection & Sync, Spam Notifications, and Missing Notifications.
Our results highlight the issues that users of wearable apps face the most, and the issues to
which developers should pay additional attention to due to their negative impact.

Keywords Wearable apps · Users’ reviews · User complaints · Google Play Store ·
Empirical studies

1 Introduction

Mobile apps very popular and have been the focus of numerous studies in recent
years (Nagappan and Shihab 2016; Martin et al. 2017). A fundamental change introduced
by mobile apps is the way that they are released to users, which is through app stores. App
stores allow users to directly provide feedback on the mobile apps through user reviews.
Although these user reviews were meant to simply provide feedback about the apps, they
proved to be much more useful (Harman et al. 2012; Galvis Carreño and Winbladh 2013;
Pagano and Maalej 2013). For example, studies have shown that they can be used to prior-
itize devices to test (Khalid et al. 2014), prioritize feature improvements (Keertipati et al.
2016), and/or can be used to understand user problems so that developers can avoid low rat-
ings, which can have a major impact on the app’s user base, revenues and the success of the
app in general (Finkelstein et al. 2017; Di Sorbo et al. 2016; Guzman and Maalej 2014).

Recently, wearables that complement handheld devices were introduced. Wearable
devices i.e., smart watches and fitness trackers, are becoming increasingly popular and are
expected to reach 101 million devices by 2020 (Chauhan et al. 2016). Wearable devices
have unique characteristics that pose challenges when compared to other platforms or
devices (Rawassizadeh et al. 2015). These devices provide their developers with access to
a diverse set of sensors and features (e.g., physiological, biochemical, as well as motion
sensing (Bonato 2010; Teng et al. 2008)) that can be used to enhance the user experi-
ence (Android Developers Documentation 2016a). As such, developers began to develop
apps that are specifically designed to run on these wearable devices, called wearable apps.
Wearable apps are different than handheld apps that run on mobile phones (Wright and
Keith 2014), since they: 1) are often very lightweight (resource wise) (Park and Jayaraman
2003), 2) are meant to run on very small screens (Tehrani and Michael 2014), 3) have access
to a different set of sensors (Do et al. 2017), and 4) heavily depend on a mobile device to
perform most of the expensive processing (Chauhan et al. 2016; Wei 2014). To the best of
our knowledge, very few studies have focused on wearable apps and their user reviews to
this date.

Therefore, similar to the prior studies on (handheld) mobile app reviews (Khalid et al.
2015; Ha and Wagner 2013; Hoon et al. 2012; Vasa et al. 2012), we also investigate user
complaints, however, we focus on reviews from wearable apps. Although the main goal of
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this study is not to surface differences between complaint types from handheld and wearable
apps, as we will show later, wearable apps share some common complaints and have their
own unique complaints when compared with handheld apps.

To perform our study, we manually classify 2,667 reviews belonging to 19 wearable
apps. The reviews were tagged by the first two authors of the paper and grouped into 15
different categories. For each category, we measured the frequency of the complaints and
how negatively they are perceived by users. We measure this negative perception based
on how low users rate complaints of a certain category. Since this negative perception is
reflected into low user ratings, we rank the impact of each complaint category based on the
ratio of 1-star rated reviews to 2-star rated reviews.

We also examine the developer replies to these complaints in order to better under-
stand the areas that receive enough attention and areas that are important to the users, but
not well attended by the developers. Our study concerns two main areas: I) examining
user complaints and II) examining developer replies. For each area, we ask two research
questions:

I.1 What do Wearable App Users Complain About?
Our findings indicate that Functional Errors, Cost, and Lack of

Functionality are the three most frequent complaints.
I.2 What User Complaints are Most Negatively Impacting?

We find that Installation Problems, Device Compatibility, and
Privacy & Ethical Issues are the most negatively perceived by users. Users
that encounter Installation Problems of wearable apps are five times more
likely to give a 1-star review than a 2-star review.

Our findings provide insight to the developer and research community as to what issues
wearable app users face the most and which issues are most impactful.

II.1 What Types of Complaints Do Developers Reply To?
In addition, we also examined the developer replies to the user complaints. We

find that developers are most likely to reply to complaints related to Privacy &
Ethical Issues, Performance Issues, and Spam Notifications.
We also contrast the complaints based on their impact and the developer replies
and find that Installation Problems, Device Compatibility, and
Connection & Sync Issues are most impacting, but have a low response rate
from developers.

II.2 How Do Developers Reply to Complaints?
We find that when developers reply to user complaints, they often try to get more

information or provide potential workarounds to solve the complaints.

Our results highlight areas that are of high importance to the users, but are not well
addressed by the developers, and vice versa.

In addition, we compare our findings to the handheld user complains reported by
Khalid et al. (2015). Our findings show that 10 of the 15 categories found in our research
are common to both handheld and wearable apps, however, 5 of the complaint types
are unique to wearable apps, namely—Lack of Functionality, Connection &
Sync, Spam Notifications, Missing Notifications, and Installation
problem. Moreover, we find that similar to their findings, approximately 12% of the com-
plaints occur after an update. Our findings show that there is a need to ensure regression tests
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are performed before wearable apps are updated. Furthermore, to enable future research and
enable the replication of this work, we make our dataset publicly available.1

This paper extends and supplements our previous short paper (Mujahid et al. 2017), in
which we manually analyzed 589 user reviews from 6 wearable apps and studied the types
of issues that users complain about. Similar to our earlier work in Mujahid et al. (2017), we
follow the study design and approach of Khalid et al. (2015), which is the closest study to
ours since it studies the complaints from user reviews in the handheld app domain. This also
allows us to perform a brief comparison of results with the findings of the user complaints
in the mobile domain. In this paper, we extend our previous work by conducting a compre-
hensive study on user reviews of wearable apps that include: 1) 13 additional wearable apps
from which we examine 2,667 user reviews that allow us to generalize our finding in the
previous short paper; 2) we investigate the most impactful types of user complaints; 3) we
further study the developer replies to different types of user complaints; and 4) we introduce
a comparison between the types of complaints in wearable app and handheld mobile apps.

The rest of the paper is organized as follows. Section 2 presents and compares related
work. Section 3 details our study design, including our collection and selection methodol-
ogy. Section 4 and Section 5 present and discuss our results. Section 6 discusses the threats
to validity of our study. Section 7 concludes the paper and outlines areas for future work.

2 Related Work

The work that is most related to our study falls into two main categories: work that leveraged
mobile user reviews and work focusing on wearable apps.

2.1 Work Leveraging Mobile User Reviews

One of the first studies to leverage mobile app reviews was done by Harman et al. (2012)
in 2012. In their paper, the authors studied the correlation of user reviews with key per-
formance metrics such as the number of downloads. They found that there is a strong
correlation between app ratings and its rank based on the number of downloads, suggesting
that developers should pay close attention to their user ratings. More recently, Finkelstein
et al. (2017) extended the work by Harman et al. (2012), which mined data from the Black-
berry World App Store to analyze the correlation between: the customer rating of an app
from user reviews, its price, popularity (based on downloads), and claimed features that
extracted from each app’s description with natural language processing (NLP) techniques.
The authors found that there is a strong correlation between the customer rating of an app
and its popularity, and a moderate correlation between price and the claimed features of an
app.

Other studies mined user reviews to better understand the contents of these user reviews.
Khalid et al. (2015) studied low-rated user reviews from 20 free iOS apps in order to help
developers understand their nature. They exposed 12 types of complaints and found that
feature requests, functional errors and, crashing apps were the most frequent reasons for
negative reviews, while privacy and ethical concerns corresponded to the most impactful
reviews that mostly lowered the rating of an app. Ha and Wagner (2013) manually analyzed
the user reviews of 59 Android apps to examine the impact of privacy and ethical issues.

1https://github.com/suhaibtamimi/user complaints of wearable apps dataset

https://github.com/suhaibtamimi/user_complaints_of_wearable_apps_dataset
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They found that only around 1% of the apps contain complaints related to privacy and ethical
issues. Hoon et al. (2012) and Vasa et al. (2012), reviewed the vocabulary of 8.7 million
user reviews from the Apple App Store showing a link between the length of a review and
its given rating.

In other work, Fu et al. (2013) automated the analysis of over 13 million reviews of more
than a hundred thousand apps in the Google Play Store using Latent Dirichlet Allocation
model (LDA). They uncovered 10 unique topics corresponding to user complaints; they
also found that there is a significant difference between free and paid apps because paid
apps often present a complaint topic of the involved pricing, absent in the user reviews of
free ones. Similarly, Chen et al. (2014) created a framework to automatically extract the
most informative reviews from a data set of mobile apps using NLP techniques. They found
that frequently, the amount of reviews for an app can be too large for human reading or
understanding, and that only 35.1% of the reviews actually contain valuable information
that developers could use for app improvement. Therefore, their framework automates an
approach to filter, group, rank and visualize the informative portions of the reviews only.

Other work by McIlroy et al. (2016) found that up to 30% of mobile app reviews can
contain multiple topics of information and proposed an automated approach for labeling the
user reviews, which reached a precision of 66% and 65% of recall while classifying them in
13 different categories.

Regarding categorization of developer replies to the low scored user reviews, a recent
study by McIlroy et al. (2015) introduced the benefits of responding to app reviews, indi-
cating that following a response users would increase the review rating 38.7% of the time
by 20% of the previous score.

Panichella et al. (2015) studied the structure, sentiment and text features of mobile app
reviews and proposed: 1) a taxonomy of 4 categories related to software maintenance and
evolution tasks in which to classify app user reviews; and 2) an approach to automatically
classify them using NLP, text analysis and sentiment analysis techniques. The authors com-
bined these techniques using machine learning and empirically evaluated their classifiers,
showing that their approach can aid developers to obtain the intention from user reviews.
Later, Panichella et al. extended their work and implemented their approach from Panichella
et al. (2015) in a tool named ARdoc (Panichella et al. 2016) that automates the classification
of user reviews. The performance of the tool was validated by the developers of 3 real-
world mobile apps and an external software engineer. ARdoc achieved promising results
with precision, recall and F-Measure values ranging between 84% to 89%.

Di Sorbo et al. (2016) introduced a model to obtain the topics contained in user reviews
from mobile apps, which they call URM (User Reviews Model). The model was combined
with the approach presented in Panichella et al. (2015) to capture the intentions of user
reviews in a new approach named SURF (Summarizer of user reviews Feedback). SURF
generates summaries from sets of user reviews and clusters them considering both, the inten-
tion and topics found in user reviews to recommend software changes. The usefulness of this
approach was validated on 17 mobile apps by 23 developers and researchers. As a follow-
up, Di Sorbo et al. implemented and validated SURF as a tool to automate the processing
of user reviews for developers (Di Sorbo et al. 2017).

More recently, Ciurumelea et al. (2017) manually analyzed 1,566 user reviews from 39
mobile apps and defined a multi-level taxonomy that is specific to the mobile domain. The
authors introduced an approach, called URR (User Request Referencer) that not only auto-
matically classifies user reviews in their multi-level taxonomy, but also points developers to
the artifacts that need to be modified to address a particular user review. They showed that
doing so reduces the time it takes to process user reviews manually by up to 75%.
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With another perspective, Palomba et al. (2017) presented CHANGEADVISOR, an
approach that clusters multiple user reviews that contain change requests to recommend
developers which artifacts to modify in a mobile app to address user feedback. This
approach uses NLP and clustering techniques to sort reviews based on their content, seman-
tics and structure. A validation conducted with the developers of 10 mobile apps highlighted
the usefulness of this approach when mining large numbers of user reviews, providing 81%
of precision and 70% recall when recommending changes.

There are also a plethora of other works on mobile apps, that leverage users reviews for
their techniques. In this section, we only discuss the most relevant studies, however, we
refer the reader to a recent survey by Martin et al. (2017) for a more comprehensive list of
studies on mobile apps.

Our work differs from the prior work since 1) we focus on the user reviews of wearable
apps, 2) we triangulate two data sources user reviews and developers replies to understand
the types of user complaints that developers care about.

2.2 Work Focusing on Wearable Apps

Very few studies have focused on the study of wearable apps, but many different paths are
beginning to get explored in the domain. In our previous work (Mujahid et al. 2017), we
studied the user complaints of wearable apps by analyzing 589 reviews from 6 Android
wearable apps. Our main findings indicate that users complain mostly about Functional
Errors, Lack of Functionality, and Cost of wearable apps.

Recently, Zhang and Rountev (2017) presented a formal semantics to statically model
the notification mechanism of Android Wear, and contributed with the development of two
domain-specific tools, one for test case execution and another for automated test generation.
Ahola (2015) exposed three issues and limitations in Android Wear platform found during
wearable app development that are better wear Internet connectivity, virtual button support
for watch faces, and software configurable language support for voice input. On a different
perspective, Lyons (2015) did a study on the user perceptions of functionality and design
of smartwatches, including android wearable devices. Based on user feedback and contrast
to traditional watches, possible features for future wearable app are suggested. Min et al.
(2015) explored the battery usage of wearable apps and performed an online survey to get
direct feedback and concerns from users. They found that most users do not complain about
the battery usage of their wearable devices. Chauhan et al. (2016) did a previous categorization
of smart watch apps from Samsung, Apple, and AndroidWear. They used data fromAndroid
Wear Centre (2016) and GoKo (2016) as sources to get the wearable app identifiers for
crawling their information; we applied the same approach to initialize our crawling phase.

Our work differs from prior work on wearable apps since, to the best of our knowledge,
this study is the first comprehensive study that analyze wearable user complaints in depth.
Moreover, we differ from previous work since we do not only investigate the complaint
types, frequency and impact of low rated user reviews; but we also contrast our findings to
similar ones in the domain of handheld apps. By doing this comparison, we are able to bring
several implications for wearable app development into the community spotlight.

3 Study Design

The goal of our study is: 1) to determine the most frequent and negatively impacting user
complaints of wearable apps and 2) to investigate the type of complaints that developers
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Fig. 1 Overview of the user review and developer reply classification process

reply to and the reply types. To do so, we mine the Google Play Store for the reviews of wear
apps. Figure 1 provides an overview of our approach. In the following sections we describe
our data collection and selection, as well as detail our manual classification of user reviews.

3.1 Data Collection and Selection

For the purpose of our study, we select a number of wearable apps that have negative
user reviews. First, we obtained the available Android Wear apps on Google Play Store by
collecting their identifiers from two alternative app markets: Android Wear Center (2016)
and GoKo (2016). The two aforementioned sources have been used in prior work focusing
on wearable apps (Chauhan et al. 2016). Then, we mined the wearable apps using a data
scrapper that we wrote. The scrapper collected various information about each wear apps,
including: the user reviews’ text, its rating, the developer’s reply to the review, if any, and the
apps’ overall rating. To enhance performance of the scrapper, it was deployed on a cluster
of machines in order to distribute the requests sent.

In total, we mined the data of 4,722 wearable apps from 2,732 unique developers, which
contained 1,284,349 user reviews. From the total number of mined apps, we found that
1,017 app did not contain any user review at all, i.e., 21.5% of apps. Since we are inter-
ested in wearable apps’ user complaints, we selected only low-rated reviews that related to
wearable apps (i.e., 1 and 2 stars rating). This was done following a prior study by Khalid
et al. (2015), with the rationale that low-rated reviews are most likely to contain user com-
plaints. We also noted, that 1,958 apps did not contain any 1 or 2 star rated user reviews, i.e.,
41.5% of apps. Considering we need a reasonable amount of data to perform our analysis,
we only selected apps with over 100 low-rated reviews. This left us with 5,751 low-rated
user reviews from 19 wearable apps. Note that we include data from all available releases
(up to the collection date) of the 19 wearable apps.

To ensure that we only examine wearable-related complaints, we discriminate between
two type of apps: 1) apps that have their main functionality related to the wearable ver-
sion e.g., watch faces. For these types of apps, we include all the low-rated reviews in the
complaint data set since all of them are related to a wearable functionality; and 2) apps
that have a full handheld app and an accompanying wearable version. For these apps, we
only include reviews that contain keywords related to the wearable app i.e., ‘wear’, ‘watch’,
and/or ‘wrist’ and their variations. These keywords were selected based on a manual exam-
ination of wearable apps reviews. Due to our selection criteria, all apps in our study belong
to the first category (i.e., apps whose main functionality is related to a wearable version).
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Table 1 Statistics of studied Android Wearable Apps

Wear App name Low rated Sampled Developers Date span

reviews reviews replies of reviews

ZenWatch Manager 201 132 40 26/11/2014–06/10/2016

WatchMaker Premium Watch Face 501 218 22 31/03/2015–07/10/2016

Odyssey Watch Face 125 94 20 10/12/2014–21/08/2016

Skymaster Pilot Watch Face 152 109 20 02/11/2014–28/09/2016

Ranger Military Watch Face 163 115 23 29/12/2014–20/09/2016

Wear Mini Launcher 133 99 44 21/08/2014–05/10/2016

Wear Face Collection 136 101 21 18/07/2014–20/09/2016

InstaWeather for Android Wear 141 103 61 18/12/2014–30/09/2016

Motorola Connect 213 137 20 07/09/2014–06/10/2016

Watch Faces for Android Wear 154 110 10 25/10/2014–30/09/2016

Facer Watch Faces Android Wear 926 272 134 01/08/2014–07/10/2016

Bits Watch Face 116 89 59 20/08/2015–01/10/2016

WatchMaster - Watch Face 124 94 85 24/07/2015–12/10/2016

Luxury Watch Faces for Wear 115 89 79 02/09/2014–07/10/2016

Android Wear - Smartwatch 1,531 307 79 29/09/2015–08/10/2016

Weather Watch Face 279 162 32 20/07/2014–21/09/2016

Web Browser for Android Wear 142 104 33 23/07/2014–04/10/2016

Plants vs. Zombies Watch Face 369 188 0 03/01/2015–30/09/2016

LG Call for Android Wear 230 144 0 28/04/2015–19/09/2016

Total 5,751 2,667 782 –

Since this is the first study to examine user complaints for wearable apps (in addition to
our preliminary short study), we opt to perform our analysis of the user complaints manu-
ally. Given that this manual classification is a time and resource intensive task, we selected a
random statistically representative sample of complaints from each wearable app. The sam-
ple sizes were selected to attain a 5% confidence interval and a 95% confidence level in the
population being sampled. This random sampling process resulted in 2,667 total reviews
varying from 89 to 307 reviews per app. The list of the studied wearable apps, number of
low related reviews, the number of examined reviews, number of developers’ replies, and
date span of reviews are shown in Table 1. Our data was collected between 6th to 13th of
October 2016.

3.2 Manual Classification of User Reviews

To perform our manual classification of user reviews, we need to come up with an initial
set of categories that the reviews can be grouped into. To do so, once we obtained all of the
reviews, we took a statistical significant random sample of 597 reviews from all the selected
apps.2 We manually inspected and classified the sampled reviews twice, (once by each of

2The random sample of 597 reviews was taken out of 5,751 low-rated reviews to achieve a confidence level
of 99% and a confidence interval of 5%.
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the first two authors of the paper) into different categories using an open coding approach
(Seaman 1999; Usman et al. 2017).

Both classifications were done individually and independently. Each of the two clas-
sifiers classified the review into a certain category based on its content. Disagreements
between the two classifiers were clarified through discussion. For both authors the cate-
gories were defined by the first half of the sampled reviews. By the end of this step, the
authors defined 15 different initial categories. Note that throughout the paper we also refer
to these categories as complaint types.

Once we defined the initial 15 complaint types, we proceeded to categorize our set of
user reviews composed by samples of each studied wearable app (in total 2,667 reviews).
To facilitate the categorization of the reviews, we built a web-based tool (shown in Fig. 2)
that presented for each of the two people categorizing the review with all the review details
and the respective developer reply, if a developer posted a reply to the review. The tool
also has the option to add a new category in case a review belonged to a category that was
not in our initial set. However, even though the tool had the option to add a new category
in case a review belongs to a category that was not in our initial set, the authors did not
come up with any new categories. Every review was tagged with all suitable categories,
i.e., one review can have one or multiple tags based on its content. For example: if a user
complaint mentions a battery drainage problem and also a connection issue, the review
will be classified with the Connection & Sync Issues and Battery Drainage
tags. In some instances, the user provided uninformative content in the review (e.g., “Just
nonsense, I hated this game...”), in which case we put them in the ‘Uninformative’ category.
The process to categorize all the user reviews took approximately 115 h in total.

Aswith any other human activity, theremay be some disagreementswhen classifying the user
reviews, and therefore, we applied a Cohen’s Kappa to measure the level of agreement between
the two individual classifications (Cohen 1960). The Cohen’s Kappa coefficient has been
commonly used to evaluate inter-rater agreement level for categorical scales, and provides
the proportion of agreement corrected for chance. The resulting coefficient is scaled to range
between−1 and+1, where a negative valuemeans poorer than chance agreement, zero indicates
exactly chance agreement, and a positive value indicates better than chance agreement (Fleiss
and Cohen 1973). The closer the value is to +1, the stronger the agreement.

Fig. 2 Web-based tool for classifying wearable app user reviews
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The level of agreement was +0.68, which is considered to be fair to good agree-
ment (Fleiss and Cohen 1973). Out of the 2,667 classified reviews, 1,429 reviews had full
agreement (i.e., both classifiers had the same selection while tagging the reviews). The
remaining 1,238 reviews had a conflict in the classification, and for 710 reviews of them,
the classification was a match for one or more of the categories but different in other(s).
We examined all the reviews with a classification conflict and did a post agreement on the
tags for those reviews; for example, if the first classifier tagged the review as Device
Compatibility and the second one tagged it as Functional Error, we flag this
review for discussion. The two classifying authors present their case as to why they classify
a review in a certain category and reached agreement; this scenario solved most conflicts.
When both authors could not agree, the third author was consulted to break the tie and reach
a final classification.

4 Results

Once all the reviews in our dataset are categorized into the different complaint types, we
proceed to answer our research questions, pertaining to two areas: user complaints and
developer replies. In particular, we are interested in knowing what users complain about and
what complaints tend to have the most negative impact. As for the developer replies, we
examine the complaints that developers reply to and how they reply to them.

4.1 What Do Wearable App Users Complain About?

Since wearable apps are an emerging trend, our goal is to understand the types of user
complaints so that developers can anticipate potential problems and plan their quality assur-
ance efforts accordingly. Similar to prior studies on user complaints for handheld device
apps (Khalid et al. 2015), we start by examining the different types of complaints based on
the low-rated reviews of wearable apps.

To come up with the different complaint types, we manually categorized the wearable
app reviews as mentioned earlier in Section 3.2. We then rank the various complaint types
based on their frequency in the examined reviews.

Table 2 shows the 15 complaint types that we discovered from the wearable app reviews.
For each category, we provide a brief description, an example review, and the percentage
of reviews in each complaint type. It is important to note that one user review can present
more than one complaint, hence, it can be mapped to more than one complaint type. Thus
the percentage of reviews may sum up to more than 100%. From the table, we observe that
many of the complaint types are related to the features provided by the wearable apps (e.g.,
Feature Removal, Feature Request), the behavior of the wearable apps (e.g.,
App Crashing, Notifications, Battery Drainage), and external factors (e.g.,
the Cost of the app, Privacy & Ethical Issues).

Next, to distinguish between the different complaint types, we measured the frequency
of each complaint type. To do so, we follow the same approach used by Khalid et al. (2015),
where we measure the percentage of reviews that belong to each complaint type on a per app
basis. We calculate the percentage per app since different apps can have a different number
of reviews, and if we do not normalize per app, then apps with more reviews could bias our
results. Once we calculate the percentage of reviews for each complain type, we take the
median percentage (from all the wearable apps) and assign it to the complaint type. Finally,
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Table 2 User complaint types and the row percentage of reviews in each one

Complaint type Description Example review %

App Crashing The wear app stops completely, “This app always crash on my 8.0

goes idle or restarts phone.”

Battery Drainage The wear app is draining “Worked less than half the time, 7.4

the battery excessively and killed my Wear battery.”

Connection & Sync Problems in connectivity “Watch faces don’t sync to watch. 18.1

with the wearable Uninstalling until this is fixed.”

Cost Complaint about the wear “Have to purchase premium just to 5.6

app costs or business model download anything.”

Device Compatibility The wear app is not compatible “Won’t work, only for famous 14.9

with a given device smart watch.”

Feature Removal A feature has been removed “The latest update removed the 1.4

after an update watch battery state/graph. Why?”

Feature Request The user requires a specific “Can we have a option to pick 3.0

new feature personal images for the top half of ...”

Functional Error A bug related to the “Dont buy...even the weather does 26.1

functionality of the wear app not display correctly.”

Installation Problems Issue while pushing the “App not pushed to watch.” 8.6

wear app to the wear device

Lack of Functionality Absence or deficiency of “Nothing special about this app 11.4

features in the wear app and it’s faces. They’re barely acceptable...”

Missing Notifications The wear app lost or “Since I updated the app I get 2.0

delayed notifications no notifications on either of my watches...”

Performance Issue The wear app slows or over “The app performs very poorly 2.1

use the resource even after the 1.4 update.”

Privacy & Ethical Invasion of privacy or ethical “Oh joy, more permissions and 0.9

concerns complaint information gathering.. Smh”

Spam Notifications The wear app generates “Keeps sending notifications to my 2.6

many unwanted notifications watch telling me to download ...”

UI Problems Complaints about the “Watch faces don’t fit and are even 6.0

interface design off centre in compatibility mode.”

Uninformative User reviews that do not “It would not even let me play 8.2

have any useful information what even is this garbage???”

we rank all of the complaint types from 1–15, where 1 is the highest (i.e., most frequent
rank) and 15 is the least ranked.

The first three columns of Table 3 show the complaint types, the rank, and median per-
centage of user reviews per complaint type. From the table we observe that complaints
related to Functional Errors (i.e., bugs related to the functionality of the wearable
app), Cost (i.e., issues related to the business model of the wearable app) and Lack of
Functionality (i.e., deficiencies in the functionality of the app) are the most frequent
complaints for wearable apps.
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Table 3 User complaint types rank & median percentage for the most frequent and the most impactful
complaints

Complaint type Most frequent Most impactful

Rank Median (%) Rank Median (1:2 star)

Functional Error 1 30.10 10 1.21

Cost 2 14.55 5 2.17

Lack of Functionality 3 14.22 8 1.46

Connection & Sync 4 10.03 4 2.63

Device Compatibility 5 9.57 2 4.10

UI Problems 6 7.34 14 0.78

Battery Drainage 7 7.06 12 1.06

App Crashing 8 6.38 6 2.06

Installation Problems 9 4.26 1 5.71

Feature Request 10 3.29 13 0.80

Spam Notifications 11 2.38 7 2.00

Performance Issues 12 1.98 15 0.65

Missing Notifications 13 1.65 11 1.17

Privacy & Ethical 14 1.12 3 3.17

Feature Removal 15 1.06 9 1.25

Our results also highlight several new user complaint types that require attention from
both, developers and software engineering researchers, such as: Connection & Sync,
Missing Notifications, and Device Compatibility issues. It is important to
acknowledge that wearable devices rely on handheld devices to perform expensive process-
ing tasks, hence the connection and synchronization between them is critical. Our findings
highlight areas where wearable apps need to address to ensure the high quality of apps. In
particular, we recommend the development of tools and techniques that can assist develop-
ers with connection and sync issues and device compatibility issues. This seems particularly
important for wearable apps, which typically require a mobile device for most useful fea-
tures (e.g., sending out messages, or checking online resources). Additionally, developers
should be careful when pricing/advertising their apps, since cost-related complaints are
frequent for wearable apps.

The most frequent complaints from the wearable app users
are related to Functionality Errors, Cost, and Lack of
Functionality.

4.2 Which User Complaint Types are the Most Negatively Impacting?

In addition to examining the frequency of the complaint types, we would also like to exam-
ine their potential negative impact. We examine the impact of each complaint type since,
as previous work showed, the most frequent complaints may not be the most negatively
impacting on the users (Khalid et al. 2015). A negative impact can induce a snowball effect
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that will reduce the success of an app on its marketplace over time. For example, a com-
plaint type that is very frequent, but that does not impact the users so much, may be better
than a less frequent complaint type that has a large negative impact on the users. To study the
impact, once again, we follow the same methodology used by Khalid et al. (2015), where we
measure the ratio of 1-to-2 star reviews for each complain type. Similar to the case when we
calculate the frequency, we perform this calculation on a per app basis. Finally, we assign
the median score from all the apps to the specific complaint type, and we rank them based on
their median score from 1–15 where 1 is the highest impactful and 15 is the least impactful

Table 3 (columns 4 and 5) show the rank and median score of 1:2 star reviews for each
complaint type. A 1:2 ratio of 1.21 shows that there are 21%more 1-star reviews assigned to
this complaint type than 2-star reviews. A 1:2 ratio less than 1 indicates that there are more
2-star reviews assigned to the complaint type. Typically, higher ratio numbers can indicate
a higher negative impact, and vice versa. From Table 3, we observe that the most impact-
ing complaint types are the ones related to Installation Problems, achieving a 1:2
ratio of 5.71. In addition to Installation Problems, Device Compatibility
issues, and Privacy & Ethical Issues also have a substantial negative impact on
users. It is worth mentioning that compatibility to wearable devices is a challenge for devel-
opers to address, particularly since the app store does not provide a way to filter apps based
on a specific wearable device; nor are developers able to provide multiple APKs based on
the different wearable devices configurations (Android Developers Documentation 2016b).

Our findings show that the most frequent user complaints are not necessarily the most
impactful ones. A similar observation was made in the study by Khalid et al. (2015), in their
study on handheld apps. For example, the Installation Problems complaint type
has been ranked ninth in terms of number of complaints, while it is the highest impactful
user complaint type.

Our findings show that wearable developers need to carefully test their apps, particularly
the Android wear apps since, there are many Android devices that these wear apps need to
be compatible with. Hence, we suggest the development of techniques that can address these
compatibility issues, in particular issues that may impact the installation of wearable apps.

Installation Problems, Device Compatibility, and
Privacy & Ethical issues are the most negatively impacting
complaints.

4.3 What Types of Complaints Do Developers Reply to?

Thus far, our study has mainly focused on user complaints. However, the Google Play Store
provides the ability for developers to reply to user reviews in the hope of providing some
clarification or support. Therefore, we mined a set of developer replies in order to get an
answer for which types of user complaints developers care about the most. Complementing
our user complaint data with their respective developer replies gives us a two-dimensional
view of the issues that both, users and developers tend to care about.

Table 4 (columns 2 and 3) shows the rank and median percentage value of devel-
oper replies for the different complaint types. From the table, we observe that Privacy
& Ethical Issues, Performance Issues and Spam Notifications are the
top three most replied-to complaint types. On the other hand, Functional Errors
(which is the most frequent type of complaint) and Installation Problems (the
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Table 4 Median and percentage values for developer replies and reply time in days per complain type

Complaint type Developer replies Reply time

Rank Median (%) Rank Median (days)

Privacy & Ethical 1 75.00 1 1

Performance Issues 2 58.33 14 4.5

Spam Notifications 3 50.00 6 2

Feature Removal 4 45.83 1 1

Missing Notifications 5 42.95 15 5.5

Cost 6 40.96 5 1.5

App Crashing 7 37.50 1 1

Device Compatibility 8 37.40 1 1

Installation Problems 9 37.30 6 2

UI Problems 10 36.93 13 4

Feature Request 11 33.33 12 3.5

Connection & Sync 12 31.77 6 2

Battery Drainage 13 25.00 11 3

Functional Error 14 22.22 10 2.5

Lack of Functionality 15 20.20 6 2

most impacting) are not in the top most replied-to complaints. Columns 4 and 5 in Table 4
show the rank and median time (in days) it took developers to reply to the different user
complaint types. From the median reply time, we see that there are types of complaints
that developers take longer to reply to, such as Performance Issues, Missing
Notifications and Feature Requests.

In addition to the results presented in Tables 4 and 3, we also use a Bubble plot to
combine these three factors, i.e., complaint impact, frequency and developer replies; this is
shown in Fig. 3. The y-axis of the plot shows the rank in terms of developer replies, the x-
axis shows the rank in terms of impact of the complaint and the size of each bubble is used
to represent frequency. The issues that have the most impact and receive the most replies
are in the lower left quadrant, the issues that have an impact but do not get much developer
attention are in the upper left corner, the issues that do not have a high impact but receive
developer attention are in the lower right quadrant and finally, issues that do not have a high
impact and do not receive much developer attention are shown in the upper right quadrant.

From Fig. 3, we see that Privacy & Ethical Issues, Spam Notifications,
Cost, and App Crashes are important for both, users in terms of impact and
receive replies from the developers. Complaints related to Missing Notifications,
Feature Removals, and Performance Issues tend to receive replies, how-
ever, they do not tend to have a significant impact on users. Issues related to
Installation Problems, Device Compatibility, Connection & Sync
Issues, and Lack of Functionality negatively impact users, but, developers do
not tend to reply to them often. Lastly, complaints to Functional Errors, Battery
Drainage, Feature Requests, and UI Problems tend to be of low importance to
both users (in terms of impact) and developers (in terms of replies).
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Fig. 3 Impactful complaint types vs. developer replies. The x-axis of the plot shows the rank of the most
impactful complaint types. The y-axis shows the rank of developer replies, while the size of the bubble
represents the frequency of each complaint

One take away for developers from this research question is that they need to pay
closer attention to complaints related to the aforementioned issues (e.g., Installation
Problems and Device Compatibility), since those are generating the most neg-
ative impact on users. This is particularly important since previous studies showed that
responding to user reviews affects the app’s success (Palomba et al. 2015; McIlroy et al.
2015). From our results, we observe that developers should put additional effort in replying
to these negatively ‘Impactful’ complaint types to improve their app’s ratings.

The most frequent types of user complaints that wearable app develop-
ers reply to are Privacy & Ethical, Performance Issues, and
Spam Notifications. Furthermore, Installation Problems,
Device Compatibility, and Connection & Sync issues have
higher impact but are not replied-to by developers.
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Table 5 Types of developer replies

Reply type Description Example reply

Request more details The developer asking “Can you record short video with this

for more details issue and send it to me [EMAIL]? Thank you.”

Notify that Issue is Solved The issue already “We just released v1.6.1 that fixes the

solved in a newer version problem, please update it and let us

know if the problem goes away, thank you.”

Notify that a Solution is Known issue and the “I think I have identified the issue with

in Progress developers work on it crashes, should be fixed tomorrow.”

Provide a Solution/ Providing a solution “Hi ..., you can find steps for managing

Workaround to solve the issue your notifications here: [WEBSITE]

Let us know how it goes!”

Offer Direct Support The developer try to “Hello, please send me an email, I will

work directly on the case help. Because of course it should work !”

Offer Refund The developer “We will have a look at this. Let me

provide a refund offer know your order number to give you a refund.”

Other General replies “Thank you for your feedback.”

4.4 How Do Developers Reply to Complaints?

In addition to quantifying the replies to the different complaint types, we also read through
and classified the developer replies. In total, we had 782 replies. Similar to the case for
the user reviews, we tagged each reply and added categories every time a reply did not fit
into our existing categories. In the end, we ended up classifying the replies into 7 unique
categories.

Table 5 shows the different reply categories, provides a brief description, and an example
of each reply category. From the table, we observe that most replies try to provide a solution
or gather more information about the complaints. In the case of paid apps, developers may
also offer a refund.

Figure 4 shows the percentage of replies in each category. The percentage is simply
measured as the number of replies in a category over all the 782 replies. We find that the
majority of the replies provide a solution to solve the user complaint, followed by replies
that request more details about the issue mentioned in the review and replies to notify the
user that a solution is in progress. Based on Fig. 4, we see that the top four replies are related
to the developers trying to get more information from the users, whereas, notification that a
solution exists and offering a refund are the two least common replies.

Our results show that developers pay attention to the negative feedback given by users.
When developers reply to low rated reviews, they do so to provide clarification or justifi-
cation for missing features or problems in their wearable application. As previous studies
have shown, developer replies tend to result in a positive update to the original low rating
given by users (McIlroy et al. 2015). However, it is also important to consider that replying
to the user is costly for developers. As we were able to observe from our dataset, the devel-
oper replies are manually generated; this problem needs to be addressed. A possible avenue
for future work is to provide developers with a way to automatically respond to some of
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the most common complaints, which will lead to better reviews and minimal work for the
developers.

Wearable app developers mostly reply to user complains to provide a
solution/workaround, request more details and notify the user that a
solution is in progress.

5 Discussion

In this section, we examine the context of our findings. First, we discuss our findings
with regards to comparing user complaint types of wearable and handheld apps. Then, we
discuss the relation between user complaints and update of apps. Finally, we discuss the
generalizability of our findings.

5.1 Comparing Wear and Handheld Device User Complaints

Thus far, we examined the user complaints for wearable apps. As mentioned earlier, prior
work by Khalid et al. (2015) performed a similar study but for handheld apps. To deter-
mine the complaints that are specific to wearable apps and the complaints that are shared
with handheld apps, we now contrast our findings of complaint types for wearable apps to
complaint types of handheld apps.

Table 6 lists the complaint types found by our study and the ones mentioned in the study
by Khalid et al. (2015). We compare the complaint types from Khalid et al.’s study with
ours to better understand the unique challenges that wearable apps pose. We compare the
complaint types in terms of their frequency and impact rank and refrain from comparing the
percentage of reviews in each type, since the two studies are done on different sets of apps.

We observe from Table 6 that 10 of the 15 complaint types reported by our study are also
mentioned in the study on handheld devices. However, 5 complaint types appear only for
wearable apps (marked in bold in the table). Table 6 also shows that there are two complaint
types appear only for handheld devices (marked in italics in the table).
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Table 6 Comparison of complaint types for wear and handheld devices. Based on the findings reported by
Khalid et al. (2015)

Complaint type Frequency rank Impact rank

Wearable Handheld Wearable Handheld

Functional Error 1 1 10 7

Cost 2 7 5 2

Lack of Functionality 3 – 8 –

Connection & Sync 4 – 4 –

Device Compatibility 5 8 2 5

UI Problems 6 5 14 10

Battery Drainage 7 12 12 8

App Crashing 8 3 6 4

Installation Problems 9 – 1 –

Feature Request 10 2 13 12

Spam Notifications 11 – 7 –

Performance Issues 12 10 15 11

Missing Notifications 13 – 11 –

Privacy & Ethics 14 9 3 1

Feature Removal 15 6 9 3

Netwrok Problem – 4 – 6

Uninteresting Content – 11 – 9

We notice that complaints related to Lack of Functionality are mentioned, and
with a high rank for wearable apps. Through our manual examination of the wearable
reviews, we noticed that the lack of functionality is frequently mentioned in wearable app
complaints due to the fact that wearable devices and apps are limited in what they can do,
and heavily depend on the phone for any major features (Chauhan et al. 2016). Hence,
users will often misunderstand what the app does, and quickly jump to a conclusion that the
wearable app is useless since it does not provide more functionality compared to its hand-
held companion app. For example a user who was disappointed by the lack of functionality
wrote: “Useless app! Why bother downloading an app if you still have to take the phone out
of your pocket. Not a smart move for a smartwatch...” Hence, one recommendation based
on our findings to wearable app developers is to ensure that the functionality of their wear
apps are unique and add value to the user.

Connection & Sync problems are also highly ranked and only mentioned for wear-
able apps. This problem was very clear from the reviews that we read. As mentioned earlier,
in many cases the wearable apps heavily depend on the handheld devices and due to the
fact that there exist a variety of wearable devices and a wide variety of handheld Android
devices (Khalid et al. 2014), these Connection & Sync problems are exacerbated. For
example a user stated “No longer lets my Watch stay connected to my phone...” The problem
is certainly magnified for wearable devices since they are limited to pretty much just dis-
playing time and counting steps without a connection to the phone. One recommendation
to developers based on our findings is for them to carefully select which devices they sup-
port and pay special attention to testing connection & sync features since they can render
the wearable app useless and negatively impact the users.
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Other issues related to notifications (i.e., Spam Notification and Missing
Notifications) are also reported for wearable apps since this is one of the main ways
that apps on the handheld device communicate with the user of the wearable app. As with
any notification service, overdoing it causes users to complain. For example, a user men-
tions in one of their negative reviews “No issues till it started popping up suggested watch
faces in my notifications”. Based on our findings, one recommendation is for wear develop-
ers to not overuse notifications on their wearable apps since, clearly, it can get annoying for
the users.

Also, many wearable app users complain about Installation Problems, con-
trary to the case for handheld apps. After closer examination of the reviews related to this
complaint type, we find that the root cause of this complain type can be linked to the
wearable app’s distribution mechanism (Mujahid 2017). To distribute a wearable app, a
developer can embed the APK of the wearable app inside its corresponding handheld APK.
Then, when users want to install the wearable app they first install the handheld app and
then the handheld device pushes the wearable app to the wearable device. This process is
error prone, especially given the fact that there exist a plethora of handheld and wearable
devices (Mujahid 2017). One example of this case is the review where the user mentions:
“Where is it?: I downloaded the app, opened watch faces on my Sony Smartwatch 3 and it’s
not there. I even opened my apps folder on my phone (LG G4) and it doesn’t show. I know
it is installed on the phone because when I find the app through Play store the only option
it gives me is to uninstall.” Since this behavior is specific to wearable apps only, it does not
make sense that handheld app user’s would complain about such a problem. More impor-
tantly, Table 6 shows that Installation Problems does not only frequently happens
but that they also have the most negative impact on the wearable apps. Hence, to mitigate
such issues, we highly recommend that wearable app developers carefully consider the list
of compatible devices they support and properly test their wearable apps to ensure such
installation problems are addressed.

On the other end of the spectrum, Network Problem and Uninteresting
Content user complaints appear only for handheld apps. For Network Problems,
handheld users complain about that the app having trouble with the network connection or is
slow. Clearly, wearable app users do not face such problems since wearable apps often rely
on the handheld to perform the network connection. For Uninteresting Content, it
seems that wearable apps users do not complain about the content of the apps due to the
fact that these wearable apps do not display much content anyways, especially given their
limited screen size.

In Table 6, we also underline the cases where the ranks for the same complaint types have
a clear difference for wearable and handheld devices. Interestingly, we find that although
Cost and Battery Drainage have a high frequency rank for wearable apps, and they
have a lower impact rank compared to handheld devices (note that a lower rank score indi-
cates higher importance). Through our manual examination of the wearable app reviews,
we did not find any complaints that are specific to the wearable apps. Thus, we conclude
that the difference in ranks of the two aforementioned complaint types is due to the fact that
wearable app users simply complain less about cost and battery drainage. Another possible
reason for the difference in ranks is the difference in sampled apps (between our study and
that by Khalid et al. 2015), which we discuss in detail in Section 6.

Additionally, we find that Feature Requests, Feature Removals, and
Privacy & Ethical issues have a lower frequency and impact rank for wearable apps.
We believe that due to the fact that wearable devices are often seen as an add-on,
users expect less from them, hence they are less impacted when a feature is missing
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or removed. Finally, Table 6 shows that App Crashing, UI Problems, Device
Compatibility, Functional Error, and Performance Issue have similar or
equal importance in both handheld and wearable apps.

Although we provided a detailed comparison of the complaint types above, we believe
that such comparison can occupy an entire study on its own. In some cases, other informa-
tion (e.g., hardware or API limitations) may need to be triangulated to enhance this analysis,
which goes beyond the goals and scope of our study. Nevertheless, we do believe that our
findings are the first to highlight such differences and open interesting questions regarding
the differences between traditional handheld apps that run on phones and wearable apps that
run on wearable devices.

5.2 Update-Related Complaints

A key observation presented in the paper by Khalid et al. (2015) is that many users posted
complaints after an update. In handheld devices, update-related complaints account for
approximately 11% of their studied reviews (Khalid et al. 2015). Similarly, we also noticed
that many reviews mentioned problems after an update during our manual analysis. In fact,
we found that approximately 12% of the examined wearable app complaints mentioned
issues arising after an update. Our finding is similar to that reported by Khalid et al. (2015).
A clear example of issues arising after an update are evident with the following review:
“Oh, my! My watch is completed useless again. Stop updating! Every time you fix a bug,
you create many more!”

Although the study on handheld devices reported that most complaints after an
update were related to functional errors, the addition/removal of a feature, and hid-
den costs, we found that most of the complaints for wearable apps were related to
Connection & Sync Issues (32.9% of the reviews that report a problem after an
update), Functional Errors (30.5%) and Battery Drainage (23%). For exam-
ple, the user in the review below complains about connection problems since the last update
of the app. “Constantly drops connection to watch since update”

Our findings here draw attention to the importance of regression testing before an update
is released. In particular, we suggest performing regression testing for Connection &
Sync and Battery Drainage Issues.

5.3 Are the Complains Specific to the Studied Wearable Apps

To examine the wearable app users complaints, our experiment was conducted on a sample
composed of 19 wearable apps. To do so, we start by collecting user reviews from all the
free wearable apps published on Google Play Store. Then, we choose to manually classify
complaint types from the wearable apps that have more than 100 negative rated reviews.
However, based on suggestion from prior work (Martin et al. 2015), our results may be
affected by our sampling process, hence our complaint types may not be representative
of the complaints found in wearable apps in general. In other words, do the found users
complaint types generalize or are they specific to the studied wearable apps?

To answer the posed question, we performed a sanity check on users’ complaints from
all wearable apps in our dataset. We first took a statistically significant sample from the
17,177 wearable complaints that were not included in the primary classification process
(Section 3.2). The sample sizewas selected randomly to attain 5% confidence interval and a 95%
confidence level. This sampling process resulted in 641 total complaints. Next, each of the
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first two authors, separately, classified all selected complaints. Through the classification
process, we kept an option to add new complaint types, as we did previously in our primary
classification. Finally, we measured the Cohen’s Kappa to measure the level of agreement
between the two classifications (Cohen 1960). The level of agreement was +0.63, which is
considered to be fair to good agreement (Fleiss and Cohen 1973).

Ultimately, the results of this experiment showed the same complaint types that were
found in the primary classification. Thus, we conclude that the identified users’ complaints
of wearable apps are not specific to the sampled apps we studied in this paper. It is impor-
tant to note that in this analysis we are interested only in examining how generalizable is
the result of the primary classification. Hence, we did not consider the distribution of the
complaints across the complaint types.

6 Threats to Validity

Our study is subject to a number of internal threats and external threats to validity.

6.1 Internal Validity

To identify wearable app user complains, we manually classify 2,667 reviews. Like any
human activity, the manual classification is susceptible to human error. To mitigate this
threat, two of the paper authors performed the manual classification. We also measured
the agreement between the two annotators using Cohen’s Kappa, which showed good
agreement with value of +0.68.

Due to ourmanual classification phase being time consuming, we did not cover all of our data
set, insteadwe took a sample of our dataset. This threat was addressed by taking a statistically
representative sample with a 95% confidence level for each of the apps in our data set.

Our categorization is heavily dependent on the quality of the reviews provided by the
users and their respective developer replies. As shown in prior studies, most user reviews
contain useful information, however, in some cases different levels of details may lead to
different complaint types.

Martin et al. (2015) studied a common problem of sampling bias when research work
analyzes data mined from app stores. This problem exists because of an often-limited access
to a full set of apps and their reviews to be studied. When studies are done only on subsets
of data, they can be potentially biased and draw non-reasonable conclusions.

To understand the difference between wearable apps user complaints and handheld user
complains, we contrast our findings with the results reported by Khalid et al. (2015). How-
ever, the two studies examine different set of apps which may affect our findings. To
mitigate such an effect, we compare the complaint types in terms of their frequency and
impact ranks (rather than percentages of reviews, for example).

In the scope of our work, despite our efforts in the data crawling phase, although we did
not face the limitations for crawling described by Martin et al. (2015) in the Google App
Store, we do not claim to have a guaranteed full set of reviews for each app. Furthermore,
our work does target user complains only, which is already a given subset of user reviews;
this is unavoidable for our purpose. However, to address the threat of bias, we took statis-
tically significant random samples of the reviews for each app we study. These measures
were taken precisely to remove bias from the study while following the similar approach
previously used by Khalid et al. (2015)
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It is important to note that throughout our study, we use the low ratings given by user
reviews, i.e., 1 or 2 stars ratings, as a way to assess impact. We used this definition of impact,
since it was used by Khalid et al. In their work. That said, we do believe that other defini-
tions for impact are possible. For example, the messages of the reviews could be analyzed
to determine the sentiment expressed by users; this can be done using a tool such as Sen-
tistrength (Sentistrength 2017). In the future, we plan to explore other ways of measuring
impact of a review.

6.2 External Validity

We found over 17,000 wearable app related user reviews but we filtered them down to 5,751,
and hence, our data set can be considered small. This however, is because this platform is
fairly new and we were only able to select the 19 wearable apps that had over 100 user
reviews to make our findings from them relevant. On the same line of thought, the filtering
phase for the wearable app related reviews may have discarded some useful information that
did not match our filtering rules. Moreover, our study is performed on Android Wear apps,
hence our findings may not generalize to wearable apps from other platforms.

7 Conclusion

Users provide direct feedback on their experience of mobile apps through user reviews.
Prior work showed that user reviews can be mined to effectively determine user complaints
to help developers understand the issues that users of handheld apps face the most, so they
can be mitigated.

Given that wearable apps are a new trend that is only increasing in popularity, in this
paper, we mine user reviews in order to understand the user complaints of wearable apps. We
manually sample and categorize 2,667 reviews from 19 wearable apps. We find 15 unique
complaint types that wearable users report in user reviews. We also examine the replies
that developers post to some of the user complaints in order to determine complaints that
developer care most about and identify areas that are important for users, but are not well
replied-to by developers.

Our findings indicate that the most frequent complaints are related to Functional
Errors, Cost and Lack of Functionality, whereas the most nega-
tively impacting complaints are related to Installation Problems, Device
Compatibility, and Privacy & Ethical Issues. On the other hand, we find
that developers reply most to complaints related to Privacy & Ethical Issues,
Performance Issues and notification-related issues. And, when developers reply
they mostly do so to provide a solution, request more details or let the user know that they
are working on solving the problem. We also compare our findings on wearable apps with
the study by Khalid et al. (2015) on handheld apps and find that; 1) 10 of our 15 complaint
categories are also reported for handheld apps; though wearable apps have unique issues
related to Lack of Functionality, Installation Problems, Connection
& Sync, Spam Notifications, and Missing Notifications. 2) Similar to the
case of handheld apps, approximately 12% of complaints are mentioned after apps received
an updated. To enable future research on the topic, we make our dataset publicly available.
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